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Abstract—Scan-matching is a method of localization based on 

the alignment of point clouds measured by sensors such as 

LiDAR. Most of the scan-matching methods utilize only the 

shape information of the point cloud. However, depending on the 

environment, features may not be sufficiently available from the 

shape information, and the accuracy of alignment may decrease. 

Therefore, we propose a highly accurate scan-matching method 

by using sensor fusion to obtain shape and physical features 

from the environment together. In this paper, the near-infrared 

information of water puddles, which is often seen inside the 

damaged nuclear power plant, and the reflection intensity of 

LiDAR are measured and utilized for localization. Experiment 

results in the real environment show that the proposed method 

improved the accuracy of the map and the trajectory of the robot 

by taking advantage of physical features observed from the 

environment. 

I. INTRODUCTION 

In the decommissioning activities using robots at the 
Fukushima Daiichi Nuclear Power Plant, which was damaged 
by 2011 Tohoku earthquake and tsunami. There were many 
accidents and failures of the robot system inside the nuclear 
power plant building, and the reason for this is thought of not 
enough information about the damage of the building. 
Therefore, it is necessary to accurately understand the state of 
the environment by generating a map of inside the building. 

The generation of environmental maps is one of the most 
important methods for understanding the situation, and SLAM 
(simultaneous localization and mapping) systems using 
features have been extensively studied for generating feature-
based environmental maps. Among them, SLAM with laser 
scan matching is widely used. ICP (iterative closest point) [1] 
is a traditional scan-matching method. There are many ICP 
derivatives [2-3] because of its extensibility. Similarly, in this 
paper, the scan matching is improved by adding a process that 
takes physical features into account to ICP. While many 
SLAM schemes use geometric information of the environment 
as features, there are also many examples of SLAM methods 

 
 

that use features extracted from images captured by a camera 
[4-6]. However, a camera is not suitable for measuring dark 
environments such as inside the damaged nuclear plants, while 
LiDAR can easily obtain 3D shape of these environment. Rusu 
et al. used normal information extracted from point clouds as 
features [7]. However, this method cannot take advantage of 
many physical features inside the damaged plant. Inside the 
damaged nuclear power plant, there are a lot of physical 
quantities that are not often found in general environments: 
water puddle, heat source by the explosion, and radiation. 
Thus, these can be used as features in alignment of point 
clouds. There are several studies that make use of 
environmental features in SLAM. Hara et al. improved the 
scan matching by taking advantage of that the intensity of laser 
reflection from LiDAR depends on inherent reflective 
properties of materials [8]. Godin et al. used color features 
from color images to align point clouds [9]. However, these 
studies use a single sensor to acquire physical features, which 
leads to limitation of information acquisition. Hence, our 
method fuses LiDAR with other sensors to acquire features, 
which may be suitable for SLAM using many physical 
features in the damaged plant. In our previous work [10, 11], 
we proposed a SLAM that utilizes physical feature, but these 
values were virtually assigned due to difficulty of measuring 
point clouds that have information on physical feature values. 
On the other hand, in this paper, we integrate the proposed 
scan-matching method with the system for measuring actual 
near-infrared and LiDAR intensity. 

In this paper, we propose a scan matching-based mapping 
system using reflection intensity of LiDAR and water puddles 
in a nuclear power plant as environmental features. Location 
of water puddle is estimated by near-infrared camera. 
Furthermore, by adding environmental features to the map 
generated by the proposed method, we can visualize water 
puddles as a hazardous area; thus, the map can be used as a 
simulation environment to plan the exploration of the 
buildings. 

II. POINT CLOUD WITH PHYSICAL FEATURES 

A. Physical Features in Environment 

 In this paper, physical information of the environment is 
used as features for alignment. LiDAR is capable of measuring 
various types of physical information more than just 3D shape 
and reflection intensity by combining with other sensors. For 
example, when an optical camera, a thermal camera, and a 
gamma camera are respectively combined, it is possible to 
obtain information on environmental features such as color, 
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heat source, and the radiation source, respectively. Water 
puddles exist inside the damaged nuclear power plant due to 
submersion caused by the accidents, and this information can 
be utilized as features in SLAM. Fujii et al. used a sensor 
system combining a near-infrared camera and RGB-D camera 
to generate point clouds with near-infrared information and 
visualize the transparent water puddles [12]. We incorporate 
LiDAR into the abovementioned sensor system to acquire 
point clouds with laser intensity and near-infrared information. 
Therefore, a single point in the point cloud has two variables 
in addition to the position information (x, y, z): near-infrared 
intensity IIR and LiDAR intensity ILaser, and these two features 
are taken into account to improve the accuracy of mapping. 
Figure 1 shows experimental equipment used in this paper. 
Figure 2 shows point clouds with physical features obtained 
by measuring the artificial water puddle at the locations as 
shown in Fig. 1. Here, point clouds around the puddle is blue 
because that has low intensity of near-infrared. Note that the 
values of the near-infrared intensity have not been normalized 
to consider the distance to the observed object and the 
incidence of angle. 

 

Fig. 1 Experimental equipment and artificial water paddles. 

 

 

Fig. 2 Point clouds with physical features. 

B. Classification of Point Clouds by Physical Features 

We binarize the physical feature values of the points, 
which were continuous value, and divide the points into 
several classes before aligning them in order to perform the 
appropriate calculation for each class in our method. The point 
clouds are divided into four classes according to the value of 
near-infrared intensity and LiDAR intensity as shown in Table 
1. 

 

Table 1 Classification by physical feature values 

  

III. ICP-SLAM WITH PHYSICAL FEATURES 

A. Proposed System Overview 

An overview of the proposed system is shown in Fig. 3. 
First, the robot remotely explores the environment and 
acquires point clouds (x, y, z) with physical features (IIR, ILaser) 
at each frame for generating a 3D map. Then, we perform 
global alignment to the point clouds in t - 1 frame and t frame 
by SAC-IA [6] using FPFH [6] features as initial alignment. 
SAC-IA uses only the shape information of the point clouds 
and does not consider IIR and ILaser. Here, an initial alignment 
is often given by odometry; however, the robot used in 
experiments has crawler type wheels and the error of odometry 
is large. Thus, we adopt global alignment instead of odometry. 
Moreover, scan-matching is performed by ICP with physical 
features to compute the rotation matrix R and the translation 
vector T, which are the parameters of rigid transformation to 
align the point clouds in each frame. Compared with 
conventional ICP, incorrect correspondences of points can be 
avoided by considering physical information. In ICP with 
physical features, as mentioned in Section II, we divide the 
measured point clouds with physical features into several 
classes, then improve the alignment by modifying a nearest 
neighbor search process according to the size of these classes. 
By calculating R and T at each frame, the position of robot is 
sequentially localized and its trajectory is calculated. However, 
this trajectory may have accumulated errors by scan matching; 
thus, we apply a pose adjustment to the trajectory. Pose 
adjustment is widely used to reduce the accumulated scan 
matching errors. Finally, the map with point clouds is 
generated by performing rigid transformation to the point 
clouds in each frame according to the trajectory optimized by 
the pose adjustment.  

 

Fig. 3 System overview. 

High near-infrared

intensity I IR

Low near-infrared

intensity I IR

High LiDAR

intensity I Laser

Class i Class ii

Low LiDAR

intensity I Laser

Class iii Class iv
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B.  Conventional ICP Algorithm 

In this paper, we propose a method based on the ICP 
algorithm, which is mainly used in scan-matching-based 
SLAM. Therefore, we briefly describe the conventional ICP 
algorithm in this subsection. First, we set the initial positions 
of each point clouds for alignment. This is to avoid the loss of 
accuracy and increase in computational cost caused by the 
distance between the point clouds. In SLAM of a mobile robot, 
the predicted state of the mobile robot in odometry is generally 
set as the initial position. Then, we solve a minimization 
problem that evaluates the alignment state by summing the 
distances between the points. At this time, we align the points 
scanned in the current frame (i.e., source point cloud), with the 
points scanned in the previous frame (i.e., target point cloud). 
In alignment, the rotation matrix R and the translation vector 
T, which represent the rigid transformation, are calculated by 
iterating the nearest neighbor search and the transformation 
matrix calculation using the sum of the squared distance E as 
the evaluated value, as written in the following equation. 

𝐸 = ∑|𝒑𝑘𝑖
− (𝒒𝑖𝑹 + 𝑻)|

2
𝑁

𝑖=1

(1) 

• E: sum of the squared distance (i.e., evaluation value) 

• p: a point in the source point cloud 

• q: a point in the target point cloud 

• N: the number of a points in the source point cloud (i.e., 
number of iterations) 

• ki: the reference scan data point corresponding to the 
point i in the source point cloud 

• R: the rotation matrix 

• T: the translation vector 

C. ICP Algorithm with Physical Features 

In this subsection, we describe the ICP algorithm with 
physical features proposed in our previous work [10]. 
Although the computation of the rigid transformation is the 
same as the conventional ICP, we can improve the alignment 
results by taking the physical features of points into account 
during the nearest neighbor search. As mentioned in Section 
II, we divide the measured point clouds with physical features 
into four classes. Here, we call the class with the relatively 
small number of points the “rare class”. In the nearest neighbor 
search, the accuracy of matching can be improved by 
expanding the search area when the query point belongs to the 
rare class. The points of the rare class are considered to be 
existing only in a limited area of the environment. Therefore, 
if we preferentially match points of the same rare class with 
each other, they are likely to be measured from the same 
location in the environment. On the other hand, there is a 
disadvantage that the same class of the rare class is difficult to 
match with each other in a common nearest neighbor search 
because they are located only in a limited area of the 
environment. Therefore, we can deal with this problem by 
expanding the search area of the nearest neighbor search of the 
points of the rare class to increase the probability of matching 
with points of the same class. In addition, by giving a penalty 

 to the evaluation value of the nearest neighbor search in the 
ICP, points belonging to the same class are preferentially 
paired each other as shown in Fig. 4(b), which improves the 
accuracy of alignment. On the other hand, in ICP, if the shapes 
of the point clouds are similar, they will be attracted to each 
other despite their wrong matching, which may cause 
alignment failure as shown in Fig. 4(a). In this paper, we align 
point clouds with considering the physical feature values 
measured from the actual environment by using the 
measurement system described in Section II. The sum of the 
squared distances E between the nearest neighboring points 
can be represented as follows. 

𝐸 = ∑|𝒑𝑘𝑖
− (𝒒𝑖𝑹 + 𝑻)|

2
+

𝑁

𝑖=1

𝜆(𝒑𝑘𝑖
, 𝒒𝑖)

𝜆(𝒑, 𝒒) = {
𝛼  if 𝑐(𝒑) ≠ 𝑐(𝒒)

0  if 𝑐(𝒑) = 𝑐(𝒒)

(2) 

• c(p): the class of the point p considering its physical 
feature value 

 

 

(a) Conventional ICP                    (b) Proposed ICP 

Fig. 4 Conceptual image of ICP algorithm. 

 

IV. EXPERIMENT 

A. Overview 

We generated the map from point clouds with physical 
features measured by the sensor system consisting of a near-
infrared camera, an RGB-D sensor, and a LiDAR. The sensor 
system is installed on the robot to measure the environment 
while moving it by remote control. The experiments were 
conducted in the test building of the Naraha Center for Remote 
Control Technology Development shown in Fig. 5. This 
facility is suitable for conducting ICP-SLAM evaluation 
experiments because it is rich in buildings with characteristic 
shapes such as mock-up stairs. The example of robot 
movement in the environment is shown in Fig.6. Figure 8 
shows the true map generated by using the true robot trajectory. 
Note that the true robot trajectory is calculated by the rigid 
body transformations obtained by manual alignment of point 
clouds. In order to reproduce the water-rich environment, 
artificial puddles were installed in the environment as shown 
in Fig. 1.The puddle is located at the sky-blue ellipses in Figs. 
5, 8, and 9. Here, Fig. 8 shows expanded view of the area of 
the yellow box in Fig. 7. In Fig. 7, the purple line is the 
trajectory of the robot. As a result of classifying the point 
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clouds from all measured frames according to Table 1, class i 
and class iv are the rare classes described in ICP algorithm 
because the number of points that belong to these classes is 
relatively smaller than one of other classes. In Fig. 7, in order 
to make the points of the rare class more visible, we represent 
the points of class i, class iv, and the other classes, as red, blue, 
and white colors, respectively. 

 

 

Fig. 5 Bird’s-eye view of the experimental environment. 

 

 

Fig. 6 Example robot movement in environment. 

 

 

Fig. 7 Map built by true trajectory. 

 

 

Fig. 8 Expanded view of true map. 

 

B. Experimental equipment 

Figure 1 shows experimental equipment used in this paper. 

The specifications of the robot are shown in Table 2. The 

robot is equipped with LiDAR sensor, a near-infrared camera, 

and an RGB-D sensor. We used a Velodyne LiDAR VLP-16 

as the LiDAR sensor. This LiDAR can acquire 3D point 

clouds and laser reflection intensity of the environment. A 

near-infrared lens (Kowa LM8HC-SW) and a teleconversion 

lens (Raynox DCR-2025PRO) were attached to the near-

infrared camera (BITRAN BK51-IGA). An Intel RealSense 

D415 was used for RGB-D sensor. More detailed description 

of the sensor system is described in [12]. Here, the sensors are 

fixed to each other and the relative position of the measured 

data is known. 

 

Table 2 Specification of exploration robot 

 
 

C. Experimental result 

To verify the effectiveness of the proposed method, 

comparative experiments were conducted. We conducted 

experiments under the same conditions using two different 

methods: SLAM based on ICP described in subsection III.B , 

and SLAM based on extended ICP described in Fig. 3 and 

subsection III.C. The results shown in Fig. 9 and Table 3 show 

that the translation error of the robot position reduced by the 

proposed method. In addition, as shown in Fig. 10 and Table 

4, the accuracy of the map was improved when the proposed 

method is used. Table 4 shows mean of the position errors of 

the points of the generated map. However, while the 

trajectory and map generated are better than those of the 

conventional method, the accuracy is still not as good as the 

true map shown in Fig. 7. One possible reason for this is that 

the measured area often changed depending on the frame. 

Uphill slope angle [deg] 45

Payload [kg] 5

Traveling speed [mm/s] 100

Length [mm] 1000

Width [mm] 400

Height [mm] 200

103



  

This makes it impossible to measure the shape of the same 

structure between different frames, resulting in partial overlap 

of the point clouds and reduced alignment accuracy. The 

reason why the measured area often changed because the 

amount of displacement of the robot in each frame was large 

and was greatly affected by the occlusion by the objects in the 

environment. The LiDAR used in experiment had a narrow 

angle of view in the pitch direction (30 degrees), and tilted 

during the measurement. This is another reason why the shape 

of the same structure could not be measured between different 

frames, since the height at which the laser hits the structure 

varies greatly as the robot displacement. To cope with these 

problems, it is important to increase the number of frames for 

measurement and to use LiDAR with a wide angle of view. In 

addition, it is also effective to adopt a method which can align 

partially overlapping point clouds. 

 

 
Fig. 9 Comparison of translation errors. 

 

Table 3 Mean of translation errors [m] 

ICP 1.410 

Proposed ICP 1.021 

 

     
(a)                                       (b) 

Fig. 10 Built map by (a) conventional ICP and (b) proposed 

ICP. 

 

Table 4 Distance to the map build by true trajectory [m] 

ICP 1.360 

Proposed ICP 1.291 

 

V. CONCLUSIONS 

In this paper, we propose a method to generate an 

environmental map by applying LiDAR reflection intensity 

and water source measurements as characteristic physical 

quantities to ICP. In the proposed method, we constructed a 

SLAM system considering physical features by expanding the 

search range by classes of physical features and adding a 

penalty for matching points of different classes in the nearest 

neighbor search in the ICP algorithm. In experiments, we 

used ICP with physical features to generate relatively 

accuracy maps.  

As a future work, we will address the problem of that the 

measured area often changed with the frames. In addition, 

other physical features such as temperature and polarization 

information, which have not been treated in this paper, are 

considered to be utilized in SLAM. Moreover, Since the 

advanced version of ICP treated in this paper has a problem 

that it is highly dependent on the initial alignment results, we 

also intend to consider an alignment method that focuses on 

global alignment, taking advantage of physical features. 
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